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ABSTRACT

Shale gas, as an environmentally friendly fossil energy resource, has gained significant commercial
development and shows immense potential. However, accurately predicting shale gas production faces
substantial challenges due to the complex law of decline, nonlinear and non-stationary features in
production data, which greatly repair the robustness of current models in predicting shale gas pro-
duction time series. To address these challenges and improve accuracy in production forecasting, this
paper introduces a novel and innovative approach: a hybrid proxy model that combines the bi-
directional long short-term memory (BiLSTM) neural network and random forest (RF) through deep
learning. The BiLSTM neural network is adept at capturing long-term dependencies, making it suitable
for understanding the intricate relationships between input and output variables in shale gas production.
On the other hand, RF serves a dual purpose: reducing model variance and addressing the concept drift
problem that arises in non-stationary time series predictions made by BiLSTM. By integrating these two
models, the hybrid approach effectively captures the inherent dependencies present in long and
nonstationary production time series, thereby reducing model uncertainty. Furthermore, the combina-
tion of BiLSTM and RF is optimized using the recently-proposed marine predators algorithm (MPA) to
fine-tune hyperparameters and enhance the overall performance of the proxy model. The results
demonstrate that the proposed BiLSTM-RF-MPA model achieves higher prediction accuracy and dem-
onstrates stronger generalization capabilities by effectively handling the complex nonlinear and non-
stationary characteristics of shale gas production time series. Compared to other models such as
LSTM, BIiLSTM, and RF, the proposed model exhibits superior fitting and prediction performance, with an
average improvement in performance indicators exceeding 20%. This innovative framework provides
valuable insights for forecasting the complex production performance of unconventional oil and gas
reservoirs, which sheds light on the development of data-driven proxy models in the field of subsurface
energy utilization.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).
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1. Introduction

Shale gas is a kind of unconventional natural gas resource with
enormous potential for development (Wang et al., 2014). Due to its
characteristics of clean and high energy density, it meets the needs
of global energy consumption structure in the transition process of
green, low-carbon, and sustainable development. Therefore, the
development of shale gas resources has been highly valued by
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energy-producing or consuming countries such as the United
States, Canada, and China (Yuan et al., 2015; Lyu et al., 2021; You
et al., 2020). Take the case of the United States as an example,
thanks to the successful commercial application and continuous
development and improvement of multi-fractured horizontal well
(MFHW) technology, the total production of shale gas in the United
States has grown approximately 14 times from 2007 to 2021 (Wang
et al., 2021; U.S. EIA, 2021). Unlike conventional oil and gas re-
sources, shale reservoirs typically have ultra-low permeability
(reaching the nanodarcy level, 107°—10"3 um?) and extremely
strong heterogeneity (containing a large number of natural frac-
tures with significant differences in distribution and arrangement)
(Wang et al., 2020; Gale et al., 2014). The extreme reservoir prop-
erties are the main reason for the lack of natural productivity of
shale gas wells. Large-scale horizontal drilling and hydraulic frac-
turing operations are necessary ways to improve shale reservoir
permeability and increase single-well production (Wang et al.,
2020; Dong et al., 2016). However, in the actual production pro-
cess, due to the comprehensive effects and influences of various
complex factors such as multi-scale fracture-matrix systems,
complex gas diffusion and transport mechanisms, and macroscopic
production measures, shale gas production declines rapidly and has
strong uncertainties (i.e., production sequences have complex
nonlinear and non-stationary characteristics), which poses signif-
icant challenges to shale gas production forecasting (Kocoglu et al.,
2021; Liang et al., 2020; Sagheer and Kotb, 2019). Reasonable and
accurate shale gas production forecasting methods are important
supports to enhance decision-making level, measure economic
benefits for specific development plans, and improve production
measures, which is of great significance for the efficient develop-
ment of shale gas reservoirs.

Currently, various methods have been proposed for the dynamic
prediction of shale gas production, which can be roughly divided
into three categories: theoretical formula method, numerical
simulation method, and data-driven method (Liang et al., 2023).
The decline curve analysis technique is a commonly used theoret-
ical formula method in the petroleum industry. Traditional empir-
ical decline models mainly describe the changing relationship
between production and time by fitting the decline pattern in
production dynamic data. Due to its simplicity and ease of imple-
mentation, this method has been widely used in various oil and gas
reservoir developments capturing the key trends in production
decline. The modern decline analysis method is an improved
mathematical model that incorporates the theory of unstable
seepage with production decline analysis and is more suitable for
describing the complex production dynamics of unconventional
reservoirs such as shale (Sun et al., 2017). Sun et al. (2018) estab-
lished a modern decline analysis model that can consider the
fracture variable conductance capacity for hydraulically fractured
tight gas wells, which achieves higher accuracy than conventional
models. Lu et al. (2019) developed a semi-analytical model suitable
for analyzing the production dynamics of multi-stage fractured
shale gas horizontal wells under variable bottom hole pressure
conditions based on the Blasingame decline curve, which fits well
with field data. However, these theoretical formula methods
generate smooth and idealized production curves, which can only
fit a small amount of non-linear variation and have limited pre-
diction accuracy (Li et al., 2022a). Reservoir numerical simulation is
a robust and reliable production evaluation technique for shale
reservoirs, which can incorporate important processes such as gas
adsorption and desorption, stress sensitivity, and large-scale hy-
draulic fracturing in the production process (Kalantari-Dahaghi
et al,, 2015). Benefiting from the comprehensive application of
multiple interdisciplinary and technological fields, this simulation
technique based on commercial software has been able to
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increasingly reflect the complex seepage processes of multi-scale
and multi-physics fields in shale gas reservoirs (Shen et al., 2016;
Chen et al., 2019; Zhong et al., 2020). However, numerical simula-
tion techniques have the drawbacks of complex modeling pro-
cesses, large computational workloads, and huge time
consumption. Its prediction accuracy not only relies heavily on a
large amount of logging, seismic, and well-test data but also re-
quires high-quality historical fitting of the model (Li et al., 2022a;
Zhao et al., 2015; Hutahaean et al., 2015).

Data-driven methods are emerging production dynamic pre-
diction methods that integrate artificial intelligence (Al) technology
with relevant theories in oil and gas development. With the push of
the big data era and the continuous breakthroughs and innovations
in the Al industry, data-driven methods have been widely
researched and applied in the field of oil and gas production (Abad
et al., 2022; Zhong et al., 2019, 2021; Kim et al., 2023; Jeong et al.,
2018; Nwachukwu et al., 2018; Jo et al., 2022). The results of
numerous studies have shown that data-driven methods based on
machine learning/deep learning have strong non-linear mapping
ability, good robustness, and the ability to avoid complicated
modeling processes, making them a reliable alternative tool for the
dynamic prediction of oil and gas production. Traditional data-
driven predictive models mostly rely on machine learning algo-
rithms to construct multiple regression proxy models that can
explore the correlation between dynamic and static production
parameters and oil and gas production (Liang et al., 2023;
Mahdaviara et al., 2022). Wang et al. (2019) identified the main
controlling factors affecting the cumulative oil production of
Bakken shale reservoirs after fracturing through sensitivity analysis
and established a prediction model using a feedforward neural
network with multiple hidden layers. Xue et al. (2021) generated a
dataset containing geological and hydraulic fracturing character-
istics using numerical simulation techniques and used a multi-
objective random forest method to extract the quantitative rela-
tionship between the single well shale gas production and these
static physical parameters, and the established model obtained
good predictive ability. Liu et al. (2021) constructed a shale ultimate
recovery prediction model with a deep feedforward neural network
that can comprehensively consider various factors such as geology,
engineering, and production, and found that the quality of input
data has an important influence on the model accuracy. Li et al.
(2022b) developed a small-sample production prediction frame-
work for fractured wells using a multi-task learning model, which
can extract relevant features from unstructured data more effec-
tively. In general, these multiple regression proxy models have a
wide range of applications but require higher quality input feature
data, and researchers need to have substantial field development
experience or professional physical mechanism analysis ability to
obtain key factors affecting the target reservoir production (Vikara
et al., 2020; Liu et al., 2020; Mohd et al., 2021). Although there are
some feature engineering techniques (common algorithms such as
principal component analysis, random forest, etc.) or deep learning
models that can assist researchers in extracting more important
feature parameters, it is difficult to collect a comprehensive and
high-quality feature dataset due to the complexity of production
mechanisms in shale reservoirs and the immaturity of intelligent
data monitoring facilities in the field (Zhou et al, 2014;
Mohammadpoor and Torabi, 2020; Desai et al., 2021).

In recent years, due to the outstanding performance of recurrent
neural networks with long short-term memory (LSTM) in time
series prediction, more and more scholars have introduced it into
the field of dynamic prediction of unconventional reservoir pro-
duction, such as shale, to capture the dependency relationship of
production sequence data on the time dimension. Kocoglu et al.
(2021) used a bidirectional LSTM (BiLSTM) neural network to
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establish a prediction model for monthly shale gas production data
of multi-horizontal wells in the Marcellus formation and optimized
the network structure and hyperparameters using the Bayesian
algorithm. The results showed that compared with the power law
exponent, Duong model, LSTM, gated recurrent unit (GRU), and
other methods, BiLSTM had a better capturing ability for produc-
tion patterns. Unfortunately, the changing trend of production data
used in this work was relatively simple and could not fully highlight
the learning ability of BiLSTM in dealing with production data with
complex nonlinear features. Li et al. (2022a) took the oil nozzle size
and well shut-in time related to shale oil daily production changes
into consideration and established a multivariate production time
series prediction framework. The framework mainly consisted of
the sparrow search algorithm and BiGRU, achieving a one-day-
ahead production prediction. Li et al. (2022¢) combined bidirec-
tional GRU with a deep hybrid neural network to establish a multi-
step ahead prediction model that can simultaneously consider
various physical constraints and production time series of fractured
wells. Although these physical constraints can improve the accu-
racy and interpretability of the model to some extent, they also
require high-quality feature information, similar to multiple
regression proxy models. Aranguren et al. (2022) attempted to
introduce the Seq2Seq architecture into this field and built a
Seq2Seq-LSTM model based on LSTM neural network that can
predict shale oil production for the next 10 days in one shot. The
results showed that although the model performed poorly in
various error metrics, it was better than conventional methods such
as decline curve analysis and numerical simulation. In summary,
current research on production time series prediction can be
divided into two types. One is to purely explore the correlation of
production sequences themselves by using deep recurrent neural
networks and other data preprocessing methods, and the other is a
multivariate time series model that integrates other time-related
physical constraint features. Essentially, their goals are to deal
with and capture the complex nonlinear changes in non-stationary
production time series, and achieve accurate production prediction
over longer periods. Kuznetsov and Mohri (2020) proposed a data-
dependent learning boundary that can be used to guide and design
new non-stationary time series prediction algorithms. The learning
boundary is represented by a data dependence measure of
sequence complexity and a difference measure, where the differ-
ence measure can be estimated from the data under some modest
assumptions. Arik et al. (2022) proposed a novel adaptive predic-
tion method to address the problem that actual time series data
often violate the assumption of standard supervision (its distribu-
tion will drift over time), which improves the accuracy of the model
in severely non-stationary data prediction tasks to a certain extent.
However, current work still shows great uncertainty in dealing
with time series with high non-stationary levels while requiring
numerous subsidiary and hard-to-get conditions to guide their
models.

To move the step forward, we established a hybrid model based
on BiLSTM, random forest (RF), and recently-proposed marine
predators algorithm (MPA) for ultra-short-term multiple-step
ahead prediction of actual shale gas production time series. Using
the daily production data of a shale gas well as an example, we
compared and validated the adaptability of the model in non-
stationary environments and its capability to extract complex
nonlinear temporal information, and successfully achieved
multiple-step ahead prediction. Results showed that the BiLSTM-
RF-MPA model, by balancing the variance and bias between
models, demonstrated significant superiority in ultra-short-term
multiple-step ahead prediction. The whole work in this study is
arranged as follows: Section 2 explains the theoretical background
and principles of the methods involved in this study (mainly
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including BiLSTM, RF, and MPA), as well as the motivation for the
proposed BiLSTM-RF-MPA model. Section 3 provides a detailed
case analysis of the practical application of the proposed model.
Section 4 summarizes and discusses the results of the whole work
and possible future research directions.

2. Methods
2.1. Long short-term memory model

LSTM (long short-term memory) neural network is a type of
recurrent neural network (RNN) specifically designed to handle
sequence data, developed by Hochreiter and Schmidhuber (1997).
As a high-performance deep learning model, LSTM has been widely
used in hydrocarbon production dynamics forecasting in recent
years (Sagheer and Kotb, 2019; Liu et al., 2020; Song et al., 2020). A
standard RNN only has a simple tanh activation layer inside to
process information (Lu et al., 2021). However, during learning and
training, gradients often vanish during the update of network
weight parameters, making it difficult to capture the long-term
dependencies between sequence data. Unlike standard RNNs,
LSTM introduces more complex gate structures to selectively store
and update important temporal information, thus effectively alle-
viating the problem of gradient vanishing (Liang et al., 2023). A
large number of studies have shown that production dynamic
prediction models based on LSTM networks not only can avoid
complex physical modeling processes, but also have strong fitting
and learning abilities, fast convergence speed, and high prediction
accuracy when dealing with complex nonlinear regression prob-
lems (Sagheer and Kotb, 2019; Liu et al., 2020; Song et al., 2020).

As shown in Fig. 1, the LSTM network is composed of multiple
LSTM cells connected horizontally, and each LSTM cell mainly
controls the update of the cell state ¢; and the transmission and
output of the hidden state h; through three gate control units: input
gate, forget gate, and output gate. The calculation process of pa-
rameters in time t of an LSTM cell can be expressed in mathematical
formulas as follows:

(1) Calculation process of the forgetting gate:

ft = a(foxt + thht,] + bf) (1)

(2) Calculation process of the input gate and the candidate cell

state C;:
it = o(WyiXe + Wyh_1 +by) (2)
= tanh(erx[ + Wh(“:ht*1 + bg) (3)
(3) Renewal process of cell state c;:
ce=fi*cq +ir*ce (4)

(4) Calculation process of the output gate and the hidden state

h[:
0 = 0(WixoXe + Wioh_1 +bo) (5)
h;= ot*tanh(ct) (6)

where x; denotes the input at the time t; f;, i; and o; are the output
values obtained after activation by the sigmoid function ¢ in the
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Fig. 1. LSTM network structure diagram.

forget gate, input gate, and output gate respectively; Wys, Wiy, Wy;,
Wi, W, ., W, ., Wy, and Wj, are the weight coefficient matrices; by,
b;, b, and b, are the corresponding bias vectors.

2.2. Bi-directional long short-term memory model

The BiLSTM network is a novel data-driven model developed
from the traditional LSTM network, and is more proficient in time
series regression analysis. This model focuses more on extracting
past and future information in the input sequence to more accu-
rately capture the temporal dependencies of data information
(Peng et al., 2021). While keeping the internal unit structure of the
original long and short-term memory unchanged, the BiLSTM
network adjusts the network structure on the hidden layer to a
forward LSTM layer and a backward LSTM layer, whose network
structure is shown in Fig. 2. The forward LSTM layer updates the
forward hidden state h; iteratively in time sequence from front to
back, while the backward LSTM layer updates the backward hidden
state h; at time t in the opposite order (Peng et al, 2021;
Kulshrestha et al., 2020; Singla et al., 2022). It is this clever
adjustment and modification that allows the output results of the
BiLSTM network to not only be influenced by important feature
information over a long time range but also to consider information
between the past and future (Kulshrestha et al., 2020; Singla et al.,
2022). The computational and updating process of information in
this network can be represented through mathematical expres-

sions, as follows:
w, w; l

o
—g@n-
© O

Fig. 2. BiLSTM network structure diagram.

Forward
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hy = LSTM (W x: + Wh,_{ +b) t<[1,T] (7)
h, = LSTM (Wsx; + Wsh, ; +b) te[T,1] (8)
Yo = Wsh; + Weh, + by 9)

where LSTM( -) and LSTM( -) represent the trained forward LSTM
and backward LSTM, respectively (Sun et al., 2019); W;(i= 1,2, ...,6)
is the weighting coefficient matrix; b, b’ and by are the corre-
sponding bias vectors; T is the length of the input sequence.

2.3. Random forest model

Random forest is an ensemble learning model based on the
combination of decision trees and bagging, which effectively
transforms the decision tree from a weak to a strong learner (Liang
et al., 2023; Breiman, 1996, 2001). A single decision tree algorithm
is prone to overfitting during supervised learning, which results in
a poor generalization capability of the decision tree on the testing
set. Unlike the decision tree model, the RF model generates mul-
tiple training sample subsets using bootstrapping during the
training and learning process, and employs a strategy of randomly
selecting feature subsets during the decision tree node splitting
process (Ho, 1995; Svetnik et al., 2003). The weak correlation be-
tween multiple decision trees trained by the above method allows
the RF model to have low variance in the final output result
calculated based on majority voting or averaging (Breiman, 2001;
Wang and Chen, 2019). In addition, the ensemble learning algo-
rithm is also used to study concept drift learning from non-
stationary distributions (Zhang and Ma, 2012; Mejri et al., 2013).
Currently, several improved RF algorithms for non-stationary data
have been proposed, but there is no widely accepted and used
version of the improved algorithms (Zhukov et al., 2017; Zhong
et al.,, 2020, 2021). Zhukov et al. (2017) proposed a method based
on random forest algorithm to deal with concept drift in wind
power generation time series prediction. By adopting the weighted
majority voting integrated aggregation rule, the model can get
better results when dealing with progressive concept drift. Zhong
et al. (2021) designed an online random forest regression model
with adaptive memory activation mechanism to identify hidden
changes when concept drift occurs in non-stationary data streams.
Numerical experiments show that the prediction accuracy of the
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model on multiple real data sets has been significantly improved.

2.4. Marine predator optimization algorithm

MPA is a relatively novel metaheuristic global optimization al-
gorithm proposed in 2020 by Afshin Faramarzi and others, inspired
by the foraging strategies of marine predators in the natural world
(Faramarzi et al., 2020). This algorithm belongs to a class of sto-
chastic optimization algorithms called swarm intelligence, which
also includes the particle swarm optimization (PSO) algorithm.
They mainly construct mathematical models of the intelligent
behavior of biological populations in nature and seek solutions to
complete global searches of parameter spaces that may have
optimal solutions (Halim et al., 2021). Currently, many researchers
have combined metaheuristic optimization algorithms with
established production prediction proxy models to solve complex
hyperparameter combination optimization problems. This not only
greatly improves the optimization efficiency of the proxy model,
but also synchronously enhances the predictive and generalization
abilities of the model (Liu et al., 2020; Song et al., 2020; Zhang et al.,
2022; Han and Bian, 2018).

In the mathematical model constructed based on the interaction
rules between marine predators and prey, predators and prey
mainly imitate the foraging behavior and rules in the real marine
environment through a combination and switching between Lévy
flight and Brownian motion. Lévy flight is a foraging strategy
adopted by predators when they are in areas where food is scarce.
When food is abundant in the area, predators generally switch to a
Brownian-type search mode (Humphries et al., 2010). Depending
on the value of the ratio of the movement speed v of prey and
predators, this mathematical model divides the iterative optimi-
zation process into three stages: in the high-velocity ratio (v > 10),
in the unit-velocity ratio (v 1), and in the low-velocity ratio
(v =0.1). The predatory behavior in each stage can be described by
the following mathematical expressions (Faramarzi et al., 2020; Al-
ganess et al.,, 2022; Abdel-Basset et al., 2021).

In the initial search phase (v > 10), the prey is distributed
relatively evenly throughout the entire search space in this stage. In
order to effectively explore the surrounding areas rich in food, the
strategy of predators remaining stationary while prey moves in a
Brownian motion manner is adopted.

l'<1tmax (10)

Prey; = Prey; + P-R®S; 3

S; = Rg® (Elite; — Rg®Prey;) i<|[1,n] (11)
where Prey; and Elite; are the i-th vector in the predator matrix and
prey matrix, respectively. P is a constant (=0.5); R is a set of random
vectors generated from [0,1]; ® denotes multiplication by term; S;
is the calculated moving step vector; Rg is a random vector
generated based on Brownian motion; n is the population size,
while t and tpax respectively refer to the current iteration number
and the maximum iteration number.

In the mid-search phase (v = 1), predators begin to search for
prey using a Brownian foraging strategy. After the initial foraging
stage, food in the vicinity becomes scarce, so the prey switches its
foraging strategy to Lévy flight mode, allowing it to search for food
over a greater distance. In this stage, we use the first half of the
population to simulate the movement strategy of the prey, and the
second half to simulate the movement strategy of the predators.
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1 2
Ftmax < £ <5fmax

Prey; = Prey; + P-RQ®S; 3 3 (12)
S; = R, ® (Elite; — R ® Prey;) i<[1,n/2] (13)
where Ry is a random vector generated based on Lévy flights.
. 1 2
Prey; = Elite; + P-CF®S; §tmax <t< §tmax (14)
S; = Ry ® (RgQElite; — Prey;) i<[n/2,n] (15)
CF:(] - ) - (16)
tmax

where CF is the adaptive defined convergence factor of the predator
movement step at time t.

In the post-search phase (v = 0.1), the main strategy is to switch
the predator's foraging strategy to Lévy flight in order to efficiently
complete the search for prey in a certain area.

S; = R. ® (R_®Elite; — Prey;) i<[1,n] (18)

2.5. BILSTM-RF-MPA combination model

Considering the complex nonlinear relationships and non-
stationary characteristics in the real shale gas production time se-
ries, we propose a hybrid proxy model that combines BiLSTM, RF,
and MPA based on three considerations. Firstly, while BiLSTM
neural networks are good at capturing long-term dependencies
between inputs and outputs, they tend to overfit when faced with
input data with complex nonlinear features (Hammami et al., 2020;
Xiao et al., 2019; Fortmann-Roe, 2012). In other words, although
recurrent neural networks improve the fitting ability of complex
data by increasing the complexity of the model, they become more
sensitive to disturbances in input data, leading to increased model
variance. In addition, as the distribution of data in non-stationary
time series drifts with time, most deep neural network prediction
models based on this experience significant differences in perfor-
mance between training and testing stages (Kuznetsov and Mohri,
2020; Arik et al., 2022; Montero-Manso and Hyndman, 2021). This
supervised learning process in a non-stationary environment ex-
acerbates the overfitting phenomenon of recurrent neural network
models when faced with complex nonlinear input data (Naug et al.,
2022). On the other hand, RF is a strong learning model that is
robust and representative of ensemble learning. With the ensemble
learning strategy of Bagging and random feature subspaces, RF not
only reduces the model's variance but also has a certain ability to
solve the concept drift problem in non-stationary time series pre-
diction (Zhukov et al., 2017; Genuer, 2012). Therefore, based on the
strengths and weaknesses of BiLSTM and RF in complex non-
stationary time series prediction problems, we use data pre-
processing operations and the integration of these two strong
heterogeneous learning models to achieve relatively more accurate
prediction performance of shale gas ultra-short-term dynamic
production. In addition to building the BiLSTM-RF shale gas pro-
duction prediction hybrid model, we also introduce MPA to
combine and optimize the hyperparameters of the proxy model to
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Fig. 3. Structure diagram of BiLSTM-RF-MPA model.

improve and enhance the model's generalization ability. The overall
structure and prediction process of the proxy model is shown in
Fig. 3.

3. Results and discussion
3.1. Data pre-processing

In this study, we selected the daily production dynamic data of a
single well from the Zhejiang shale gas reservoir, consisting of 1297
days (from February 19, 2019 to September 28, 2022) as the input
data for the proxy model. The data recorded the process of the gas
well from starting production to gradually approaching a stable
phase of production. The data contains multiple abnormal zero
values and noise data. Moreover, during the early and middle stages
of the production decline, the fluctuation of production change is
significant, exhibiting highly non-linear characteristics. In addition,
because the data is derived from the actual production develop-
ment process, the sequence inevitably contains some non-
stationary characteristics, and the change in production will
display certain natural trends, with statistical properties and dis-
tributions changing over time (Sagheer and Kotb, 2019; Liu et al,,
2022). Therefore, facing the various adverse factors mentioned
above, we took the following preprocessing operations on the
original data, which can significantly improve the quality of input
data and enable the model to efficiently and stably complete
learning and prediction tasks.

3331

Step 1 Data imputation and smoothing

In the production process of gas wells, due to special operations
such as temporary well shut-in, the recorded shale gas production
for the day may be 0. These abnormal O values may cause significant
interference with the training and fitting of data-driven models
(Rathnayake et al., 2022). Therefore, we use piecewise cubic Her-
mite interpolating polynomial (PCHIP) to interpolate and fill in the
positions where 0 values exist in the data. In addition, we also use a
three-point moving average filter to smooth the noise contained in
the original production data. This method mainly generates the
smoothed sequence by sequentially taking the mean of the
continuous three data items in the original sequence, which can
significantly reduce the high-frequency noise in the sequence data.
The processing procedure is shown in Fig. 4.

Step 2 Data form transformation and partitioning

To adapt the production time series data processed in the pre-
vious step to the form suitable for self-supervised learning tasks
and enable the proxy model to better cope with various drift
phenomena in non-stationary environments, we use the sliding
window method to reorganize the data (Arik et al, 2022;
Hammami et al., 2020). Specifically, we select the historical pro-
duction data of the previous m days (where m is the length of the
sliding window) to predict the production value of the next time
step and use the actual production value of the next time step as the
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label value (the window sliding strategy is shown in Fig. 5). It is
worth noting that when the time step of inputting shale gas pro-
duction data is week, month or year, the model will still be appli-
cable. At the same time, we adopt the strategy of constantly sliding
the window forward to construct the input and output data sets of
the model. After multiple trial-and-error processes, we set the
window length to 12. In addition, we divide the production
sequence data into training and test sets in an 8:2 ratio. 5% of the
training data is split into a validation set for hyperparameter opti-
mization of the proxy model.

Fig. 5. Window sliding diagram.

600
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800 1000 1200

. Filling and smoothing of shale gas production data.

Step 3 Enhancement of data stationarity

Given that direct prediction of non-stationary time series re-
mains a very challenging problem, preprocessing operations can be
taken on the input data to provide a more stable data distribution
for the proxy model. In previous studies, sequence decomposition
methods (such as wavelet transform, empirical mode decomposi-
tion, etc.) or detrending operations have typically been used to
obtain more stationary production time series data (Liu et al., 2012,
2020; Aranguren et al, 2022). However, traditional methods of
enhancing data stationarity tend to strip almost all non-
stationarities from time series data, leading to excessively high
levels of data stationarity and a drastic reduction in information
content. This, in turn, makes it difficult for models to effectively
distinguish and capture time-dependent changes during training,
thereby limiting the models’ ability to predict and provide guidance
on real-world events (Liu et al., 2022). To avoid the phenomenon of
over-stabilization, we use Z-score standardization to transform the
data into a distribution with a mean of 0 and a standard deviation of
1, thereby attenuating the non-stationarity of the input data. The
following algorithm is used to implement Z-score standardization:

Ty
y=x—t) 0L +p, (19)
Ox
where uy, =0, 0, = 1; x and y are the data to be standardized and the
data after standardization; uy and gy are the mean and variance of
each row in the input matrix x; © is the element product operator.

3.2. Model parameter settings

In the proposed BiLSTM-RF-MPA hybrid model, we combine the
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Parameters Value
Optimal fitness value 0.01654
Number of hidden units 109
Initial learning rate 0.0049742
Min leaf size 5
Number of regression trees 199

Fig. 6. Fitness convergence curve and parameter optimization results.
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Fig. 7. Comparison of daily shale gas production ahead of one-step forecast results.

prediction results of BiLSTM and RF models using a weighted
average with the weight coefficient set to 0.5 for each model as an
example. BiLSTM is a 5-layer deep neural network structure model
consisting of an input layer, a bidirectional LSTM layer, a dropout
layer, a dense layer, and an output layer. We set the number of
features in the input layer and the size of the dense layer to 1, and
the maximum training epoch number and mini-batch size to 250
and 500, respectively. To prevent overfitting of the BiLSTM model
due to its complexity, we introduce the dropout regularization
technique to break the cooperative effect between neurons caused
by backpropagation learning in the neural network model
(Srivastava et al., 2014; Krizhevsky et al., 2017). To achieve the
strongest regularization effect of the dropout technique, we set the
dropout rate to 0.5 (Ba and Frey, 2013). In addition, the adaptive
moment estimation (Adam) optimizer is used to adjust the weight
values between each neuron in the BiLSTM neural network.

In addition to the design of the hybrid model structure and
hyperparameters mentioned above, we also adopt MPA to globally
search and optimize the number of hidden units and initial learning
rate for BiLSTM, as well as the minimum leaf node number and
number of regression trees for RF. The upper and lower bounds of
the 4-dimensional search space, which are formed sequentially by
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these four important hyperparameters, are set to [20, 0.001, 5, 20]
and [200, 0.01, 50, 200], respectively. For the initial parameters of
MPA, we manually tune the number of search proxies and the
maximum iteration number tpax to 20 and 40, respectively, to
reduce the computational time cost during hyperparameter opti-
mization. The optimization objective of the algorithm is to find the
minimum mean square error on the fitness function constructed
based on the BiLSTM-RF model for the training and validation sets,
shown as follows:

Objﬁtness = min(MSEtraining + MSEvalidation) (20)
where MSEiaining and MSEyajidation are the mean square error of
training and verification respectively; Objness is the target fitness
value.

In order to highlight the effectiveness of the BiLSTM-RF-MPA
hybrid proxy model proposed in this work for ultra-short-term
dynamic prediction of non-stationary shale gas production se-
quences, we compare it with models constructed based on LSTM,
BiLSTM, RF, and BiLSTM-RF methods.
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Fig. 8. (a) Shows the raincloud plot of the one step ahead prediction results of the five models, namely, RF, LSTM, BiLSTM, BiLSTM-RF, and BiLSTM-RF-MPA. (b)—(f) are used to
evaluate the cumulative probability and probability density distribution of the prediction errors of the above five models. The red solid line represents the probability density curve
fitted using a normal distribution on the probability density histogram. The mean and standard deviation of the prediction errors of each model are represented by p and g,

respectively.
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3.3. Performance metrics

To evaluate the performance differences between the BiLSTM-
RF-MPA and all the other models used for comparison, we used
five performance indicators, namely, the coefficient of determina-
tion (R?), root mean square error (RMSE), mean absolute error
(MAE), mean absolute percentage error (MAPE), and Pearson cor-
relation coefficient (r) to assess the predictive results of the models
(Yang et al,, 2023). Additionally, we also evaluated the p-value
corresponding to r and only when p < 0.05, the calculated r value is
statistically significant (Xiao et al., 2019).The calculation formulas
of R?, RMSE, MAE, MAPE and r are defined as follows:

o1 Zia(Pi—0)*

21

>0 07 =

RMSE = /1SN (p, — 0,2 22
= NZi:l( i — Oy) (22)
MAE:%Z?L]IPifO,-I (23)
MAPE = %ZL Fi=0if . 100% (24)

N o
>_i=1(0; — O)(P; — P) (25)

rz%zﬁu@—5f¢zﬁa—mz

where O; is the observed shale gas production value, while P; is the

predicted shale gas production value; O and P are the average of O
and P; N is the number of samples in the test set.

3.4. Result discussions

Taking the dynamic daily production data of a shale gas reser-
voir in Zhejiang as an example, we calculated and compared the
learning and prediction performance of the proposed proxy model
when facing complex production sequence input data. Based on the
MPA global optimization algorithm, we obtained the fitness itera-
tion convergence curve of the objective function and gave the
optimization results of four key hyperparameters, including the
number of hidden units, initial learning rate, minimum leaf node
number, and regression tree number, as well as the optimal fitness
value (as shown in Fig. 6). Then, based on the optimized hyper-
parameter values, we set up and used the BiLSTM-RF model to
predict the daily shale gas production for one-step ahead for the
sample data in the test set.

Fig. 7 shows the shale gas daily production prediction results for
the five models RF, LSTM, BiLSTM, BiLSTM-RF, and BiLSTM-RF-MPA
one step ahead, and their comparison with the actual observations.
It can be found that the RF model can accurately capture the pro-
duction trend in the early prediction, but it produced a significant
underestimation in the middle and late stages, especially at the
trough. The predictions of the LSTM and BiLSTM models, on the
other hand, were generally overestimated and became more severe
with time. In comparison, the BiLSTM-RF and BiLSTM-RF-MPA
hybrid models performed better in completing the prediction
task. Their predicted values were much closer to the observed
values than those of the RF, LSTM, and BiLSTM models, which can
be seen more intuitively in Fig. 8(a). Fig. 8(b)—(f) describes the
prediction performance of the above five models from the
perspective of error distribution. After comprehensive comparison,
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it is found that the probability density distribution of RF prediction
errors was relatively scattered and the cumulative probability
density function curve increased more slowly. In contrast, LSTM
and BiLSTM showed the opposite trend, with the probability den-
sity distribution of their prediction errors displaying a higher and
more concentrated trend from a holistic perspective. Additionally,
compared with RF, LSTM, and BiLSTM, the mean prediction errors
of BiLSTM-RF and BiLSTM-RF-MPA were closer to 0, and their dis-
tribution was denser near 0, indicating that their distribution was
closer to the standard normal distribution.

To further accurately evaluate the prediction performance of
each model, Table 1 summarizes the quantitative results of the R?,
RMSE, MAE, MAPE, and r performance indicators (including the p-
value corresponding to r). In addition, a radar chart was used for
more intuitive comparison and display, as shown in Fig. 9. Based on
Table 1 and Fig. 9, we can clearly notice that the BiLSTM-RF model
achieved significant improvements in the R%, RMSE, MAE, and MAPE
performance indicators compared to the RF, LSTM, and BiLSTM
models. Exceptionally, although the r value of BiLSTM-RF showed
extremely strong correlation, it was slightly lower than that of
LSTM and BiLSTM. This situation is similar to the comparison re-
sults of the standard deviation ¢ of the prediction errors of each
model calculated in Fig. 8(b)—(f). By analyzing the p-value corre-
sponding to r, it can be found that the p-values of all models were 0,
which means that the r values of all models' prediction results have
statistical significance. Based on the above analysis, we believe that
the occurrence of this exception is due to the fact that this hybrid
model sacrifices some model bias to enhance the generalization
ability of the model when balancing the variance and bias of the

Table 1
The quantitative results of the prediction performance index of the five models in
one time step ahead of time are counted.

Models R? MAPE, %  MAE RMSE 1 p-value
RF 0.5775 3.73 0.0465 0.0613 0.8151 0
LSTM 0.6368 3.92 0.0492 0.0568 09260 0
BiLSTM 0.6754 3.64 0.0456 0.0537 09308 0
BiLSTM-RF 0.7984 2.20 0.0274 0.0423 09037 O
BILSTM-RF-MPA  0.8147 2.13 0.0267 0.0406 0.9080 O

Note: Bold values indicate the calculated optimal performance metrics values.

[ rF

[ Jism™
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Fig. 9. Comparison and display of quantitative results of prediction error performance
indicators of different methods.
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Fig. 10. Five methods, RF ((a), (b)), LSTM ((c), (d)), BiLSTM ((e), (f)), BILSTM-RF ((g), (h)) and BiLSTM-RF-MPA ((i), (j)), were used to plot the density scatter plots of the one step
ahead prediction results on the training and test sets, respectively. The color of the data points in the graph changes from dark blue to light green and then to bright yellow,
reflecting the gradual increase in the density of the data points. The slope of the black dotted line in the subgraph is 1 and the intercept on the y-axis is 0, indicating that the
predicted value is equal to the observed value, while the red solid line represents the linear regression result of all the scatters in the subgraph.

Table 2
Statistics of production multi-step ahead prediction results based on BiLSTM-RF-
MPA model.

Models 2-day 3-day

MAE RMSE MAPE, % MAE RMSE MAPE, %
RF 0.0677 0.0921 5.44 0.1041 0.1462 831
LSTM 0.0844 0.0976 6.75 0.1049 0.1241 841
BiLSTM 0.0891 0.1017 7.11 0.1185 0.1365 9.49
BiLSTM-RF 0.0486 0.0716 3.93 0.0904 0.1200 7.31
BiLSTM-RF-MPA  0.0476 0.0698 3.83 0.0829 0.1153 6.67

Note: Bold values indicate the calculated optimal performance metrics values.

model. Moreover, it is worth noting that the performance of the
BiLSTM-RF model after MPA optimization has been improved in all
performance indicators, especially the coefficient of determination
R?, which exceeded 0.8.

To test the generalization ability of the model proposed in this
paper, we drew the density scatter plots of the results predicted one
step ahead of each model on the training set and the test set, and
carried out linear fitting on them respectively, as shown in Fig. 10.
By comprehensively comparing the scatter density distribution and
the fitting regression performance, we observed that the BiLSTM-
RF and BiLSTM-RF-MPA models showed better generalization
ability. The scatter plots of these two models on the training and
testing sets converged along the black dashed line, and the fitted
lines were closest. Additionally, it is found that compared with RF,
LSTM, and BiLSTM, the above two hybrid models also had improved
R? values on the training set. Furthermore, the difference in R’
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values between the training and testing sets was the smallest for
the BiLSTM-RF-MPA model. This fully demonstrates that the pro-
posed model not only improves its fitting effect but also has a
strong generalization ability.

Overall, we analyzed the prediction effect of five models, RF,
LSTM, BiLSTM, BILSTM-RF and BILSTM-RF-MPA, when the pro-
duction was forecasted one step ahead from a variety of different
perspectives. Exploratory data analysis methods such as probability
density histograms, radar charts, and density scatter plots were
used to compare and evaluate the performance of different models.
Based on the comprehensive analysis results, we found that the
BiLSTM-RF-MPA model can achieve higher prediction accuracy and
stronger generalization ability by better handling the complex
nonlinear and non-stationary properties of shale gas production
time series. Therefore, we also realized the production prediction
two time steps ahead and three time steps ahead based on BiLSTM-
RF-MPA model for the shale gas production data of this well. As
shown in Table 2, compared with other models, this model still
obtained good prediction performance in terms of the MAE, RMSE,
and MAPE performance indicators. This further highlights the
excellent generalization ability of the proposed hybrid model in
increasing the ultra-short-term shale gas production prediction
range.

4. Conclusions

This work mainly focuses on the ultra-short-term dynamic
prediction of shale gas production and develops and evaluates new
models for this task. To address the complex nonlinear and non-
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stationary properties of actual production time series, we com-
bined the unique prediction performance advantages of two strong
heterogeneous learning models BiLSTM and RF to construct a
hybrid proxy model for ultra-short-term prediction of shale gas
production. To improve the relationship between the accuracy and
consistency of the proxy model, we used a metaheuristic global
optimization algorithm called MPA to perform combination opti-
mization of multiple hyperparameters on the training and valida-
tion sets. This allowed the hybrid model to have minimum
generalization error by balancing the bias and variance between
models.

To verify the performance of the surrogate model proposed in
this paper, we use real gas well production data to compare and
evaluate the production prediction of one time step in advance
from multiple perspectives, and also realize the prediction of 2 and
3 time steps in advance. The model will still be applicable when the
time steps for input shale gas production data are weeks, months,
or years. The case studies showed that the model not only captured
the nonlinear features of the production time series better but also
adapted well to non-stationary environments and had strong
fitting and generalization abilities. From the results, this study
achieved some effectiveness in trying to solve the prediction
problem of non-stationary production time series by introducing a
sliding window strategy, Z-score standardization, and constructing
a hybrid proxy model by combining RF and BiLSTM.

Future work can emphasize on dealing with more complex
concept drift phenomena (such as simultaneous, gradual, and re-
petitive drifts), the model's active adaptation ability to non-
stationary environments (including the self-adaptivity of model
structure and parameters) can be enhanced by using dynamically
sized window management strategies (Hammami et al., 2020).
Additionally, in practical applications, the proposed model can be
more quickly and conveniently applied to the production prediction
of other shale gas wells by leveraging model/parameter-based
transfer learning techniques (Zhuang et al., 2020; Odi et al., 2021;
Yin et al., 2020).
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