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a b s t r a c t

In the production of the sucker rod well, the dynamic liquid level is important for the production effi-
ciency and safety in the lifting process. It is influenced by multi-source data which need to be combined
for the dynamic liquid level real-time calculation. In this paper, the multi-source data are regarded as the
different views including the load of the sucker rod and liquid in the wellbore, the image of the dyna-
mometer card and production dynamics parameters. These views can be fused by the multi-branch
neural network with special fusion layer. With this method, the features of different views can be
extracted by considering the difference of the modality and physical meaning between them. Then, the
extraction results which are selected by multinomial sampling can be the input of the fusion layer.
During the fusion process, the availability under different views determines whether the views are fused
in the fusion layer or not. In this way, not only the correlation between the views can be considered, but
also the missing data can be processed automatically. The results have shown that the load and pro-
duction features fusion (the method proposed in this paper) performs best with the lowest mean ab-
solute error (MAE) 39.63 m, followed by the features concatenation with MAE 42.47 m. They both
performed better than only a single view and the lower MAE of the features fusion indicates that its
generalization ability is stronger. In contrast, the image feature as a single view contributes little to the
accuracy improvement after fused with other views with the highest MAE. When there is data missing in
some view, compared with the features concatenation, the multi-view features fusion will not result in
the unavailability of a large number of samples. When the missing rate is 10%, 30%, 50% and 80%, the
method proposed in this paper can reduce MAE by 5.8, 7, 9.3 and 20.3 m respectively. In general, the
multi-view features fusion method proposed in this paper can improve the accuracy obviously and
process the missing data effectively, which helps provide technical support for real-time monitoring of
the dynamic liquid level in oil fields.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).
1. Introduction

The dynamic liquid level of a sucker rodwell is the liquid level of
the annular space between the tubing and the casing during the oil
production. It reflects the relationship between the fluid supply and
neering, China University of
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discharge from the formation to the wellbore, and is also an
important basis for determining a reasonableworking operation for
the oil well. The dynamic liquid level measurement methods by
devices mainly consist of float, pressure, and acoustic measurement
method (Chen et al., 2008; Zhang, 2003). The device measurement
can provide more reliable results, but it has a higher cost and
cannot be used for obtaining the dynamic liquid level in real-time.
A large number of dynamic data (Mohammadpoor and Torabi,
2018; Nguyen et al., 2020) have been accumulated in the process
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of oil well production, so these data can be fully used for real-time
calculation of the liquid level by data driven methods.

Traditionally, the soft measurement based on dynamometer
cards is always used as a data-driven method to calculate the dy-
namic liquid level (Zhang et al., 2007). In order to eliminate the
influence of the dynamic load, the ground dynamometer cards
were converted into the down-hole dynamometer cards to calcu-
late the dynamic liquid level (Chen et al., 2015). Based on the down-
hole dynamometer cards, the results reliability was improved by
correcting the pressure gradient of the annular space (Zhang et al.,
2011). The pressure in the oil tubing and the annular space is the
key to determining the dynamic liquid level, which can be calcu-
lated more accurately by the multiphase pipe flow method (Yang,
2010; Lu, 2017). Although researchers have improved the calcula-
tion method based on dynamometer cards, there are still some
assumptions hardly considered in the calculation formula due to
the influence of some factors difficult to describe, such as mixed
liquid density, equipment friction and so on. When these factors
have obvious influence on the artificial lifting, the accuracy of the
calculation results will be affected obviously as well. Therefore,
there are limitations when calculating the dynamic liquid level
with the existing methods. More advanced data-driven methods
are needed to set up a more universal model.

Machine learning, as an advanced data-driven analysis method,
can describe the complicated factors which are difficult to be
considered in mechanical formula due to its special model struc-
ture and hyper-parameters. It is not limited to expression forms and
has strong nonlinear fitting ability. Least squares support vector
machine (LSSVM) was used with the Grey Wolf optimization al-
gorithm (Tian, 2021). An incremental learning method was set up
based on Gaussian regression to increase the calculation efficiency
(Li et al., 2015). The Adaboost was used for dynamic liquid level
prediction and whether the model need updated based on the
prediction error index was determined (Wang et al., 2017). In order
to solve the problem of insufficient data, generative adversarial
network (GAN) was used for samples generation, which improved
the calculation accuracy (Hou et al., 2019). Some researchers hold
the view that the change of the dynamic liquid level have chaotic
characteristics. The chaotic time series prediction method was used
to study the prediction of dynamic liquid level time series with a
maximum Lyapunov index prediction model set up (Yu et al., 2018).
The chaotic time series was taken as the features and extreme
learning machine (ELM) was used with PSO optimization to
calculate the dynamic liquid level (Yu, 2020). There are some re-
searchers interested in the dynamic liquid level prediction based on
signal analysis. The resonant frequency difference (RFD) of the
annular resonant acoustic signal was extracted to calculate the
dynamic liquid level (Zhou et al., 2018). Adaptive filtering was used
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to extract features and the dynamic liquid level prediction model
was set up based on long short-term memory (LSTM) (Liang and
Zhang, 2021). The time-frequency features were extracted by
interactive self-organizing data analysis technique algorithm
(ISODATA) and Gaussian process regression (GPR) was set up to
calculate dynamic liquid level (Li et al., 2016). By the fusion of the
physical process and machine learning methods, an analytical
model was set up with stochastic configuration networks (SCN) as
the compensation to obtain more accurate calculation results (Han
et al., 2022).

Various machine and deep learning algorithms have been
widely applied in the dynamic liquid level calculation. In terms of
the feature engineering, researchers not only used dynamometer
cards, pressure and so on as features, but also extracted the chaotic
time series and time-frequency features. For describing the dy-
namic liquid level more accurately, these features were concate-
nated as well. Therefore, the features usually come from different
data sources (multi-view data) in the data-driven process. The key
to the research is how to choose the views and combine them. In
terms of the dynamic liquid level calculation, there are few re-
searches of multi-view data fusion and features interaction. In fact,
there are differences between the views in data form and physical
meaning. Based on the accurate features extraction results, the
differences should be eliminated by the fusion and then different
views should complement each other.

The multi-view data fusion methods can be divided into early
fusion, late fusion and hybrid fusion (Baltrusaitis et al., 2018). Early
fusion is always the concatenation of the original features. Late
fusion is usually the fusion of the results (labels). Hybrid fusion,
which falls between the two, is the most popular method for fea-
tures fusion. Stack auto encoder was used for the multi-models
feature extraction and the extracted results and their residuals
were concatenated into new features for fault diagnosis (Li et al.,
2020a). An FAC-CNN network, which does not need complicated
data preprocessing and is not limited by the data source channel,
was proposed when performing data fusion (Li et al., 2020b). A
parallel convolutional neural network (PCNN) was proposed for
multi-sensor features fusion which has been demonstrated effec-
tive by tool monitoring and bearing fault diagnosis experiments
(Xu et al., 2020). Based on the above research results, it can be seen
that multi-view data fusion has been used in the industry widely.

Similarly, in petroleum industry, multi-view data need be inte-
grated when calculating the dynamic liquid level. In the artificial
lifting of the sucker rod well, the pump is always under the well-
bore liquid, which indicates that the dynamic liquid level is shal-
lower than the depth of the pump. The submergence pressure
changes with the liquid column load in the upstroke. In this pro-
cess, the submergence pressure is also influenced by the dynamic
Theoretical down-hole dynamometer card
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Table 1
Detailed features used for dynamic liquid level calculation.

Name of different views Name of detailed features

Load Load of the low dead point
Load of the fixed valve opening
point
Load of the travelling valve opening
point
Load of the top dead point
Average load of the upstroke line
Average load of the down-stroke
line
Maximum load
Minimum load

Production Wellhead pressure
Casing pressure
Return pressure
Water cut
Pump depth
Pump diameter
Stroke
Stroke frequency

Image features of down-hole
dynamometer cards

Image grayscale matrix
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liquid level and casing pressure. With the submergence pressure as
a bond, the dynamic liquid level is closely related with the load,
pressure, fluid properties and pumping parameters. Therefore, it is
suitable to use the multi-view features fusion method for dynamic
liquid level calculation. However, the data quantity and quality of
different sources vary greatly with different data acquisition facil-
ities or test difficulty. When the acquisition frequency is different,
there may be even several-times difference in quantity between
data sources. If there aremissing or abnormal data, the difference of
data quality will be more obvious. Therefore, during the features
fusion, it is necessary to consider not only the correlation but also
the difference between different views. In order to solve the above
problems, the EmbraceNet network structure (Choi and Lee, 2019)
is used and its classification structure has been transformed into a
regression structure in this paper. For adapting the data type and
quantity of this paper, the network structure and parameters have
been modified as well.

In summary, the main content of this paper is as follows. Firstly,
according to the mechanical equilibrium relationship between the
Image features

Load features

Production features

…

…

…

Feature extraction

Fig. 2. Features f
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sucker rod string and the fluid in the wellbore, the features that
affect the dynamic liquid level were analyzed (Section 2). Secondly,
a multi branch neural network was set up for features extraction,
and then a special fusion layer was added to the network for fea-
tures fusion (Section 3). Thirdly, the comparative experiments of
different views combinations were conducted to analyze the
interaction between different features and then get the combina-
tions with good performance (Section 4.1). At last, based on the
above results, the comparative experiments with different missing
ratios were conducted to demonstrate the advantage of the pro-
posed method in this paper when processing missing data auto-
matically (Section 4.2).

The highlights of the paper consist of the following two parts.
Firstly, the real-time dynamic liquid level calculation model can be
more accurate and generalized by multi-source data fusion and the
interaction between features can be analyzed. Secondly, this
method can guarantee that the model still has higher accuracy and
the data can be utilized more fully even if there are missing data.
2. Features analysis

The soft measurement method is mainly based on dynamom-
eter cards and production dynamic data. Due to the effect of dy-
namic loads, there are deviations when calculating dynamic liquid
level by surface dynamometer cards. The surface dynamometer
cards can be converted into down-hole dynamometer cards by
solving the one-dimensional damped wave equation with Fourier
series and taking surface load and displacement as the boundary
conditions. In this way, the calculation deviations caused by dy-
namic loads such as vibration, inertia, and friction can be elimi-
nated to some degree (Gibbs, 1963; Zhang and Wu, 1984).

In the upstroke process, the travelling valve is closed. When the
submergence pressure is greater than the pressure in the pump, the
fixed valve opens. In the downstroke process, the fixed valve is
closed. When the pressure in the pump is greater than the liquid
pressure, the travelling valve opens. After the loading in the up-
stroke and the unloading in the downstroke, the load difference
from the bottom of the sucker rod string can be expressed as Eq. (1)
(Chen et al., 2015)
Flatten layer

Fusion layer

Fusion
method

Output layer

Convolutional layer

Dense layer

usion route.
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Fpu � Fpd ¼
�
pp � pnþDp

�
fp þ 2f (1)

where pp is the pump discharge pressure, pn is the submergence
pressure, Dp is the pressure drop when the fluid passes through the
travelling and fixed valve, fp is the cross-sectional area of the
plunger, and f is the friction between plunger and pump barrel.
Therefore, the submergence pressure can be expressed as Eq. (2)

pn ¼
�
pp þDp

�
� Fpu � Fpd

fp
þ 2f

fp
(2)

The pump discharge pressure can be calculated by the wellbore
multiphase flow rule. The load difference Fpu � Fpd can be obtained
by down-hole dynamometer cards (Fig. 1).

At last, the dynamic liquid level can be calculated based on the
casing pressure, pump depth, submergence pressure and the
pressure distribution of the wellbore and annular space.

Since the actual production is more complicated, complex
phenomenon cannot be reflected by the above ideal physical for-
mula, such as friction between wellbore equipment, load deviation
caused by paraffin deposition and so on. However, they can be
learned automatically by machine or deep learning algorithms,
which can help set up a more universal calculation method. Based
on the above analysis, it can be seen that real-time calculation of
the dynamic liquid level needs the load of dynamometer cards,
dynamic production data, and pumping parameters. Due to the
modal differences and information overlap among various data, in
this paper, the above features were fused by the multi-view
learning. Data sources include the following three views:
Table 2
Comparison of data imputation methods.

Research filed Characteristics Limitations

Interpolation It is simple and easy to be
implemented.

It cannot reproduce the comp

Data augmentation It can fill miss data by generating
new data directly.

The generation results have ra
may be different from real dat

Model structure
improvement

It can handle missing data during
model training.

It is limited to specific model
modalities.
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1) The dynamometer cards measured in real time by the
dynamometer, 2) the pressure and water cut measured in real time
by wellhead sensors, 3) the pumping parameters such as pump
depth, pump diameter, stroke, and stroke rate set by technical staff
according to the actual condition.

The dynamometer cards and production dynamic data can be
collected in real-time based on the sensors. However, the pumping
parameters usually remain constant in a period of time, which is
not fit for a single view due to the lack of richness. Therefore, the
pumping parameters and production dynamic data are combined
together as a single view (Table 1).

In the load view, real-time load of sucker rod in upstroke and
down-stroke can be provided by the load of fixed and travelling
valve opening point, load of the top and low dead point, average
load and maximum load. In the production view, the fluid dynamic
information in the wellbore can be provided by the pressure and
water cut. The liquid productivity of themechanical facilities can be
reflected by the pump depth, pump diameter, stroke and stroke
frequency. The image shape of the down-hole dynamometer cards
(hereinafter referred to as dynamometer cards) is able to show
different working conditions of the oil well, so it can be supple-
mented as the third view.
3. Feature fusion method

3.1. Background of theoretical methods

Based on Section 2, there are differences in terms of the physical
meaning between production and load features, and they are
different from dynamometer cards images in data form as well.
Therefore, these three kinds of data show multi-view characteris-
tics. The data dimension from different views need unified before
features fusion by features extraction. Due to the flexibility of
neural network, data from different views can be input indepen-
dently at the same time and then features are further extracted by
feedforward propagation (Fig. 2).

It can be seen that the production and load features are
extracted by the dense layers, while the dynamometer card image
features are extracted by the convolutional and pooling layers.
Then, the extracted results were unified in dimension by the flatten
layers. At last, the outputs of the flatten layers can be fused with
proper fusion method to calculate dynamic liquid level.

A multi-view fusion structure called EmbraceNet has been
proposed (Fig. 3) (Choi and Lee, 2019). Its good performance has
been verified on the MNIST datasets (LeCun et al., 1998), gas sensor
arrays dataset (Vergara et al., 2013), and OPPORTUNITY dataset
(Chavarriaga et al., 2013). With this method, the outputs of the
flatten layers from different branch networks are selected by
multinomial sampling and fused by adding them together. In this
way, each neuron of the fusion layer is contributed by only one
view. So, all the neurons of the fusion layer contain all the views
information without mutual interference.

After features extraction, the results are flattened and unified to
the same dimension. Multinomial sampling is used to select
References
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Fig. 4. Calculation process of neurons selection with multinomial sampling.

Table 3
Branch network structure and parameters of load and production features.

Layer name Activation function Dimension

Load features Production features

Input layer / 8 8
Dense layer1 Relu 100 100
Dense layer2 Relu 100 100
Dense layer3 Relu 50 50
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neurons of the unified layers, and the selected neurons are fused by
addition to obtain the fusion layer. If there are missing data in some
view, the multinomial sampling probability in the corresponding
neurons is 0. This network can ignore the missing contents without
Table 4
Network structure and parameters of load and production features concatenation.

Layer name Activation function Dimension

Load and production
features concatenation

Input layer / 16
Dense layer1 Relu 100
Dense layer2 Relu 100
Dense layer3 Relu 50
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influence on other views. In this way, the training and validation
process can be conducted normally without completing miss con-
tents, which is different from imputing the missing data directly
(Table 2).

It can be seen that although these methods have been applied in
different fields successfully, there some limitations to some degree.
EmbraceNet can provide amore flexibleway to handlemissing data
without data and model structure limitations and then can be used
for multi-view features fusion in various scenarios. The detailed
calculation steps are as follows:

Assuming a single sample is input, the detailed calculation
process by multinomial sampling is conducted (Fig. 4). The view
number is denoted as mj. In this paper, m1; m2; m3 represent load
features, production features and image features respectively.

Assuming that there are N views when the data of all views are
available, the sampling probability for each view by multinomial
sampling can be expressed as:

p ¼
�
1
N
;
1
N
;…;

1
N

�
2RN (3)

Assuming that there are M neurons in the unified layer for each
view, the sampling results can be expressed as a one-dimension

vector r2RM consisting of the view number mj, where



Table 5
Branch network structure and parameters of dynamometer cards image features.

Layer name Activation function Dimension Stride value

Input layer / 32 � 32 � 1 /
Convolutional layer1 Relu 30 � 30 � 16 (3,3)
Pooling layer1 / 15 � 15 � 16 (2,2)
Convolutional layer2 Relu 13 � 13 � 32 (3,3)
Pooling layer2 / 6 � 6 � 32 (2,2)
Convolutional layer3 Relu 4 � 4 � 64 (3,3)
Pooling layer3 / 2 � 2 � 64 (2,2)
Convolutional layer4 Relu 1 � 1 � 128 (2,2)
Flatten layer Relu 128 � 1 /
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rk 2
�
mjjj¼1;2;…;N

�
; k¼1;2;…;M (4)

By encoding rwith one hot encoding, thematrix br2RM�N can be
obtained, where

bri;j2f0;1g; i ¼ 1;2;…;M; j ¼ 1;2;…;N (5)

Stack the corresponding unified layer of each view, the matrixbu ¼ ½um1 ;um2 ;…;umN �2RM�N can be obtained. Then Hadamard
product bs ¼ br+bu can be expressed as follows:

bs ¼ ½sm1 ; sm2 ;…; smN �2RM�N (6)

where smi is the multinomial sampling result of unified layer for
mi. By adding them, the result of features fusion f can be obtained
and expressed as
Table 6
Network structure and parameters from unified layer to output layer.

Layer name Activation function Dimension

Load featu

Input layer / 50
Unified layer Relu 50
Fusion layer / 50
Output layer Relu 1

Fig. 5. Loss curves of differen

3580
f ¼
XN
i¼1

smi2RM (7)

One-hot encoding is equivalent to turning multinomial sam-
pling into binomial sampling. In this way, only one view can be
selected for each row in the stacked unified layer, and therefore,
each neuron in the fusion layer is contributed by only one view. This
sampling method not only considers the correlation between
views, but also avoids information redundancy caused by excessive
fusion between views. In addition, the binomial sampling method
can remove some neurons in the unified layer during training,
which can further prevent the model from overfitting.

When the data of some view is unavailable, the sampling
probability of multinomial sampling in this view should be zero.
Therefore, assuming that there are T views unavailable, the sam-
pling probability of each view can be expressed as

p ¼
�
…，

1
N � T

;…;0;…;
1

N � T
;…:

�
2RN (8)

The following calculation process is the same as that without
unavailable data. Assuming that there are missing data in m2, the
detailed calculation process is shown in Fig. 4. It can be seen that
the view with missing data will be ignored during the multinomial
sampling, so the information of this view no longer exists in the
fusion layer and is also no longer involved in the backpropagation.
Other views without missing data can still be involved in feature
fusion and model training. Therefore, if there are missing data for
res Production features Image features

50 128
50 50

t features combination.



Fig. 6. Validation set loss curves of production and load features.

Table 7
MAE of the best models under different features combination of the validation set.

Names of features combination MAE of the best model, m

Load features of dynamometer cards 56.47
Production features 43.07
Image features of dynamometer cards 92.61
Production and load features fusion 39.63
Load and image features fusion 56.35
Production and image features fusion 44.34
Production and load features concatenation 42.47
Concatenation and image features fusion 42.54
Production, load and image features fusion 42.16
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some view, it can be avoided that a large number of samples are
unavailable.
3.2. Model structure and parameters

The network consists of the input layer, branch networks of
different views (load, production and image features), fusion layer
and output layer. The branch networks of the structured features
(load and production features) consist of the dense layers with the
same network structure (Table 3).

When directly concatenating the load and production features,
it is only needed to merge the two branches (Table 3) and then the
new network structure can be gotten (Table 4).

The branch network of unstructured features (dynamometer
cards image features) consists of convolutional and pooling layers
(Table 5).

The dimensions from the unified layer to the output layer are
the same in all views (Table 6).
4. Experiment results analysis

4.1. Model performance of multi-view features under different
combination forms

The experiment data in this paper comes from the Fifth Oil
Production Plant of XX Oilfield, covering 196 sucker rod wells. The
Fig. 7. Validation set loss curves of ima
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dynamic liquid level data were selected from these wells for the
past two years. After data processing, a total of 2901 samples were
obtained, of which 70% were used as the training set and 30% were
used as the validation set. Both in training and validation stage, the
dynamic liquid level data are all from real monthly measurements.

Based on Sections 2 and 3, dynamic liquid level calculation
models of single view and different combinations of views were set
up, including 1) load features of dynamometer cards, 2) production
features, 3) image features of dynamometer cards, 4) production
and load features fusion, 5) load and image features fusion, 6)
production and image features fusion, 7) production and load fea-
tures concatenation, 8) concatenation and image features fusion
and 9) production, load and image features fusion.

To get the complete training process, the iteration number was
set to 10,000 after a number of attempts. Then the loss change of
training and validation can be obtained (Fig. 5).

It can be seen that the training loss fluctuates greatly when the
model is trained by the image grayscale matrix of dynamometer
cards. After 6000 epochs, it began to decline. The loss fluctuation of
the validation set is more stable, but the loss is still high and there is
no downward trend in the later stage. In contrast, the loss fluctu-
ations of the other experiments are much smaller in the training
and validation sets, which indicates that the training process is
more stable. The loss gap of the production and load features
concatenation between the training and validation set is most
obvious, which indicates that its overfitting is more significant
compared with the others.

The loss curves of validation set before and after fusion or
concatenation of production and load features can be obtained
(Fig. 6).

It can be seen that the validation loss of the single feature
ge, production and load features.
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especially the load feature is generally greater than that of features
fusion or concatenation. In the early stage of training, due to suf-
ficient information of features concatenation in the input layer, its
loss is similar to that of features fusion. Unlike that, the features
fusion layer of multi-view neural network is close to the output
layer, so its performance should be improved by gradual training to
get accurate network parameters. Therefore, the loss of features
fusion is lower than that of features concatenation after 6000
epochs, and the ability of information fusion from different views
gradually highlights.

The loss curves of the validation set after fusing production and
load features with the image feature of the dynamometer cards can
be obtained (Fig. 7).

It can be seen that the image feature of the dynamometer card
has not improved the performance of models trained with pro-
duction and load features. Although the shape of the dynamometer
card is closely related to the working conditions of the sucker rod
well, there is a significant gap between the dynamic liquid level
calculation and working conditions classification. The one-
3582
dimensional form of the dynamometer card can be obtained from
the original two-dimensional space of the grayscale matrix by
convolutional and pooling processing. In this process, the shape
information of the image can be more refined. However, the special
points which can reflect the changes of the dynamic liquid level on
the dynamometer card are far less obvious after this process.
Therefore, the load features inside the images may be weakened,
resulting in poor performance of the model.

Based on the validation loss of different features combinations,
the models with the best performance can be obtained. Their per-
formance can be measured bymean absolute error (MAE) (Table 7).

It can be seen that the model only trained with the image
feature has the worst performance. The model trained by the
production and load features fusion has the lowest MAE, followed
by the production and load features concatenation. Because the
features fusion can take differences and interactions between fea-
tures into account, its performance is better than the production
and load features concatenation. According to the best models of
different feature combinations, the error distribution of the



Fig. 10. Model performance under different data missing rates.
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validation set can be calculated (Fig. 8).
It can be seen that the samples proportion of production and

load feature fusion is lowest in the high error range (>100 m), at
6.0%, followed by production and load feature concatenation, at
7.7%. And the samples proportion of the image features in this range
is highest, at 28.9%. In the low error range (<50 m), the samples
proportion of production and load features fusion is highest, at
73.9%, followed by production and feature concatenation, at 70.6%.
Therefore, the result of the production and load features fusion is
more accurate and credible, which provides higher practical value
compared with the other features combinations.
4.2. Results comparison under different data missing rates

Based on the results in Section 4.1, only the production and load
features fusion and concatenationwereworth studying further due
to their better performance than the image feature.We assume that
there are missing data in the production features view, and eval-
uate the model performance under different missing rates between
features fusion (multi-view calculation method) and concatenation
(traditional calculation method). There is difference of dealing with
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missing data between features fusion and concatenation (Fig. 9).
Compared with the features concatenation, only the view which
contains missing samples needs to be removed when using the
features fusion instead of removing the samples entirely.

The comparison experiments were conducted when production
features were lack of 10%, 30%, 50%, and 80% (Fig. 10). It can be seen
that by features concatenation, the loss values of the validation set
rise with the increase of missing rates, but that of the training set
decreases, indicating that the overfitting is greatly serious. By fea-
tures fusion implemented bymulti-view network, the loss values of
the training and validation sets both rise with the increase of
missing rates.

It is worth noting that when there are missing samples, the loss
values fluctuate greater during the training of the multi-view
network. Because random batch samples are used for training, at
different epochs, the samples with or without missing views
appear alternatively, which results in significant differences among
loss values. In fact, although the fluctuation causes instability of the
training, it can provide more gradient descent directions for the
training and prevent it falling into local optima. For example, at a
certain epoch, although all the training batch samples contain



Fig. 11. Loss comparison of the validation set under different data missing rates.

Table 8
MAE of the best model under different data missing rates of the validation set.

Missing rate MAE of the best model, m

Production and load features fusion Production and load features concatenation

10% 42.5 48.3
30% 42.0 49.0
50% 44.3 53.6
80% 48.4 68.7
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missing data of a certain view, the model can be still trained by the
other views without missing data. In this situation, the gradient
descent direction is not completely wrong and the model just fo-
cuses more on the views without missing data. As the different
training batch samples are alternately selected, the loss decreases
in fluctuations. At last, the model that performs best on the vali-
dation set is selected for the dynamic liquid level calculation.

In addition, as the missing rate of production features increases,
the loss difference of the training and validation set decreases in
the features fusion (left side of Fig. 10). This phenomenon of over-
fitting attenuation results from the two following aspects: Firstly,
the missing of production features causes the loss increase of the
training and validation set. Secondly, as the missing rate increases,
the model is trained less toward the lower loss direction, which
results in the weakening of loss fluctuations. Therefore, as the
missing rate increases, although the degree of overfitting decreases,
it is more difficult for the model to get parameters with higher
accuracy, and meanwhile the degree of under-fitting increases.

Under different missing rates, their validation loss can be ob-
tained (Fig. 11). By features concatenation, the number of epochs
which the model needs to reach the best performance is generally
smaller than that of the features fusion. Due to the missing data, its
loss appears to rise as the epochs increase further (especially when
the missing rate is greater than 50%), indicating the overfitting is
very obvious.

Based on the MAE of the best model under different missing
rates of the validation set (Table 8), it can be seen that in the fea-
tures fusion, the larger the missing rate is, the worse the validation
set performs. Therefore, the influence of under-fitting due to the
data missing is more significant than that of overfitting. More
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noteworthy is that the MAE of the model trained by features fusion
is much lower than by features concatenation. Even if the missing
rate reaches 80%, it is still less than 50 m, indicating that it is less
sensitive to data missing and has significant advantages when
dealing with missing data.

In actual application, if the sensors fail towork during the sucker
rod well production, there will be a large amount of missing data
from some view in a period of time. By the multi-view features
fusion, the model can still be updated in real-time, which helps
improve data utilization. When testing the dynamic liquid level by
the model in real-time, the mark indicating whether the view is
available can be used for adapting the data missing. In this way, the
risk of the real-time monitoring function failure due to the sensors
faults can be reduced.
5. Conclusion

Based on the analysis of features, they can be divided into three
views: load features of dynamometer cards, production features,
and image features of dynamometer cards which can be used for
calculating the dynamic liquid level.

In order to study the interaction between different features,
three views were fused by multi-view neural network. The results
have shown that the production features and load features are
complementary for improving the calculation accuracy. The fusion
performance of the model is better than a single view and features
concatenation. In contrast, when they are fused with image fea-
tures, the accuracy cannot be improved.

The features fusionmethod proposed in this paper can deal with
them automatically when there are missing data. With multi-view
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network, the view without missing data can be preserved
completely. Therefore, there is no need to remove all the unavai-
lable samples with missing data, and then the model performance
is significantly improved in the presence of data missing.

The method proposed in this paper is fit for sucker rod well of
the conventional sandstone oilfield with water driving develop-
ment. In addition, the available data collected in this study is
limited. In the future, it may be possible to enhance the perfor-
mance of themodel by incorporating acoustic wave data as features
andmining temporal features based on the dynamic fluid level data
with higher testing frequencies. As new data accumulates, it is
necessary to update the model. Therefore, determining when to
update, which data to use for updating, and how to update quickly
and accurately are also important problems to be solved in future
research.
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